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6 An Exhaustive Class of Linear Filters

6.1

Show that the Wiener filter can be expressed as
hy = (Iny — @, ' @) .

Solution:
as we know from (6.35):
hw = ®, '@,

which @, is :
(I)y = q)z + (I)in = (bx, = (I)y — (I)in

place this conclusion in (6.35) :

hyw =@, N ( By — Bi)i; = (B, D, — O, Dy)is = (Ing — @y D4)is

6.2
Using Woodbury’s identity, show that

_ _ _ _ -1 _
(I,;l = @inl - ¢i111 Q;( (A;c ! + Q;(H¢i111 Q;c) Q;H@inl‘

Solution:
we write @, with his eigenvalue decomposition :

’ ’ IH
now we can express ®, ! as:

-1 -1 "\ o 'HYTL
woodbury identity determines that:
if:
®,, a M x M reversible matrix
Ax/ a R, X R, reversible matrix
Qx/ a M x R, matrix
Q;H a R, X m matrix
so:

’ ’ ’ —1 ’ r—1 ’ , —1 ’
((I)in + Qz Az Q;E H) = (I)in_l - q)in_lQ;E (A:E + Qz H(I)in_le ) Qw H(I)in_l
r—1 -1

- (I)llil = (I)i"71 - (1)7??17le (Ax + Qaf H(binilQ.vc ) Qa: H‘I)inil



6.4
Show that the MVDR filter is given by

havor = €51Q% (QF®;'QL) ™' Q.

Solution:

in order to find the MVDR filter we will solve the following minimization:
miny, [J, (k) + Ji(h)] subject to 1 Q, = i;Q,

using Lagrange multiplier we define the next function:

L(h,A) = f(n) = Ag(h)
where \ is a 1 X R, vector and :
f(h) = Jo(h) + Ji(h) = ®uoh®h+ hH & b = WDy, h

g(h) =iiQ. —h"Q,

now we will find the minimum of L :

% =20;,,h—Q, AT =0 h = %cpmlez’AT
% =n1Qs —i"Q. =0 = Q. =iTQ. — Q. h=Q. M
Q) h = 3@ 00 QN = @, i AT = 2(Q ML) M
—h= 1<I>m*1Qx'AT = By Q0 (Qu T QL) QL i

T2
|

6.5
Show that the MVDR filter can be expressed as

hyvor = @51 Q) (Q;cH‘I’I;IQQC)71 Q.
Solution:
the MVDR filter is given from the minimiazion of [J,,(h) + J;(h)]
since [Jq(h)] equals O:
[Jn(h) + Ji(h)] = [Jn(h) + Ji(h) + Ja(h)] =
= ¢p1 +hT Oy — WD, — i, T,

after the derivative by h all the elements reduce/reset exept from
so we continue the previous algorithm with:

Ord, h
do

f(z) =hr"o,n

so the result is:
!’ ’ ’ _1 !
h=®,7'Q (Q "0,7'Q.) Qi



6.7
Show that the tradeoff filter can be expressed as

_ _ _ —1 .
hr, =®.'Q, (AL + Qe 'Q) Qi

Solution:
we know that the tradeoff filter is:
hT,,u = [(I)z + ,U/(I)zn]ilq):vzz

we use the eigenvalue decomposition of ®,, :
so we get:

h _ _1 . o ! ! /H —1 ’ ’ /H .
we will also use the following statement which we prove later:

(A+VeoU) U =A"tUuCt+vATU) Te!

which: A a M x M reversible matrix
C a R, x R, reversible matrix

U a M x R, matrix

V a R, X m matrix

S0 we got:

/ ’ ’ —1 ’ ’ 17 1 _ ’ r—1
hT,p = [M‘I’m + QJL‘ Al Ql H] Q;c Ax Qx HZi = ;(I)in 1Qx (A:c

r—1

hT,u - (I)in -1 Qx, (ILLA‘L

prove for the statement we used:
(A+ Ucv)flU _ (A—l _ A—IU(C—I + VA—lU)*l‘/A—l)U —
=AW - ATNU(C + VAU VAU = AU + VAT O+ VATIU — VAT =
—A"'lU(Cc +vaATy) et

6.8
Show that the LCMYV filter is given by

— — -1,
hLCMV = (I’inlcxvl (CH P, 1va1) 1c.

XV1 T in

Solution:
in order to find the LCMYV filter we will solve the following minimization:

miny, [J, (k) + J;(h)] subject to hHC’fwl/ =i
using Lagrange multiplier we define the next function:

L(h,A) = f(n) — Ag(h)

where \ is a 1 x R, vector and :

f(h) = Ju(h) + Ji(h) = ®ohh + WO, h = KD,

g(h) = 'Lz - hHCmvll



now we will find the minimum of L :

OL(h, \) T Lo 14 /7
7:2¢1nh* xv A= hz*q)zn zv A
oh C 1 0— B 1
OL(h, A , / / ' , /
% = hHCx'ul - iiTC:rvl =0— hHCmvl = iiTC:L’vl — szl Hh = val Hii
! 1 ’ ’7 ’ ’ 7 _1 ’
Om;l Hh = Ec’zvl H(binilc(fm;l /\T = LUzol HZ’L — )\T = 2(Cacv1 H¢in71011)1 ) Crvl HZ’L
1 ! ’ ’ !/ _1 !’
— hLC'MV - §q)in_1cwvl )\T - (I)in_lcwvl (val H(I)in_lcxvl ) val Hii
|
6.10
Show that the LCMYV filter can be expressed as
hrowy = Q) @, QU7 Q) (QQL @, Ql1 QL) Q.
Solution:
in order to find the LCMV filter a we will solve the following minimization:
ming[J,, (a) + Ji(a)] subject to i;7 Q. = a Q. 2,
using Lagrange multiplier we define the next function:
L(h,A) = f(n) — Ag(h)
where X is a 1 x R, vector and :
f(a) = Ju(a) + Ji(a) = ®yoala + a? ®,h = KDy, 0
g(a) = iiTQm/ - aHQvluHQa:/
now we will find the minimum of L :
8L A " ’ 1 ” ’
L = 2(I)zna - Qvl HQx )\T =0—a= 7(1)2'77,_1@1)1 HQ:L’ )\T
da 2
aL A " ’ ’ " ' H ’
M =0— g(a) =0— aHQvl HQI = iiTQz — Qvl Qw a = Qw HZ%

o\
" ' H 1 " ' H _ " ’ ’ . 1" +H _ 1" ’ -1 ’ i
Qvl QJL a = 5@7)1 Q‘L ‘I)ln 1QU1 HQ.L AT = QL H'Li — /\T = 2(Qv1 Q.L (I)in 1Qv1 HQJL ) Q.L H“

1
. //H !’ " IH . //H ! IH .
— ALMCV = cbzn lel Q’I‘ (Qvl Q’I‘ (bin lel QT ) Q’I‘ 1

|
6.11
Show that the maximum SINR filter with minimum distortion is given by
t1t @, i;
hpsing = ———
A1
= t1t7 @y

Solution:
we know the maximum SINR filter is given by:

hmsiNr = t16

where ¢ is an arbitrary complex number, determine by solving the following minimization :



Ja(hmsing) = Po1 + M|s|® — 1T @i — ¢y T Pyty

99a _ g\ e — 1,7 — (iTop) " =0
os*
t H(I)r .i
2>\1§ - tlH‘ﬁtlz - t1H®$ZZ =0— ¢ = et \ !
1
so the maximum SINR filter is:
L it Ty
sSINR = Y
[ |
6.13
Show that the output SINR can be expressed as
af’ Aa
SINR =
o (a) T
R, 2
_ Doi lail” A
= =M 2"
Zm:l |a'm|
Solution:
let’s remember the definition of oSINR:
hWid, h
SINR = ——*—
¢ WD,k
where h writed in a basis formed:
h=Ta
from (6.83) and (6.84):
TH®, T =A
TH®,;,T = Iy

we use all of that and substituting at the definition of oSINR:

WP, h B dITHD, Taq B a Aa
WD, h  oHTHD,, Ta aHIya
aAa

ala

— 0SINR =
[ ]

6.14

Show that the transformed identity filter, i, does not affect the observations, i.e., z = i¥ THy =y, and oSINR (it) = iSINR.
Solution:
we know that z is :

z=alTHy

for a = it we get:
p=ipHTHy = (T~ i) THy = i, AT YHTHy = 4y

— Z=1



6.16
Show that the MSE can be expressed as
J(a)=(a—ip)" A(a—ir)+a'a

Solution:
as we know from (6.83):

TH® T =N — &, =THIAT!
Ga1 = i Boii — ¢p1 = i T TIAT T

now we will simplify the MSE from section 6.15:

J(a) = ¢z1 — a Nip —ipAa + ah(A + In)a
as we prove before:

Gor = i TTHIAT Ny = (T V)" A (T Y;)

— ¢a1 = i Nig
= J(a) = ¢pp1 — a’ Nip —ipAa + ah(A + In)a= it Nip — a® Nir —ipAa + a"Aa + a"Iya
=a"Na —ir) —irT Aa —ip) +aa = (a® A —ip"A)(a —ir) +afa =
= (a" —ir™A(a —ir) +afa = (a —ip)"Aa —ir) +aa

J(a) = (a—ir)"Aa—ir) +aa

|

6.17
Show that the maximum SINR filter with minimum MSE is given by

A1 I

hm = ——1tt @in.i-
SINR,2 1+N 107 1
Solution:
first of all we know from the definition of T :
(1).Ti; =t

(2).TH®,;, T = Iy
— il =i, Iy =i, T TH®,T = (Ti;)" ;T = 1,7 ,,T
=i =470, 7T =, 7D,

as we know about a,,s7nyr and the conclusions we shown before:

AL 1. Al .
AmSINR = Tl)\l’éﬂiTT 1“ = ﬁlitlH(I)inZi
A1 . )
hmsing = TamsINg = T Tiit1 " @,
1

now we use the identity (1) that we mention earlier:

A1
14+

H .
h?nSINR = ty1ty (I)inzi



6.19

Show that the Wiener filter can be expressed as

i H .
titi (I’inli-
?

Ba A
hw:;1+)\

Solution:
first of all we know from the definition of T :

(1).Ti; =t
(2).T7®;, T = Iy
=0T =TIy =TT 0, T = (Ti;)" @, T = t,/ 0, T
=i T =70, 7T =t,7 9,
as we know about ay and the conclusions we shown before:
Rx Rx

)\i - Tr—1 - >\7, . H
aw = § 1 +)\i2ﬂi T 1y = § 1 +)\ q)znlz
=1

Rx N H Rx \i '
hy = Taw = TZHA : @anz:ZHATm Dini;

now we use the identity (1) that we mention earlier:

R
h —§X: AR
w — 1+)\i11 inbi

i=1

|
6.20
Show that with the Wiener filter hy, the MMSE is given by
R . 2
J (hw) = i Aip — Z - +Z)\i i, |
R,
Z 5l

Solution:
As was shown before:

we also know :

A
aw = Z 1 +)\12121 T
1=1
Rx
by
aWH: * it
14+ N

so we will calculate J(aw) :
J(aw) = (aw — ir)" Aaw — i) + awaw =
= iTHAiT + aWHAaW - iTHAaW — aWHAiT + aWHaW

now let’s calculate each part separately:



ax A 2
awPaw = Z : zT Hiii T Tip = Z (1 +Z>\_)2‘iTHii‘
1

=1

Rx i Rx 22 Rx A 2 )
i Ay = Z e ThigiTir =) 5 — " ipfigi Tigi iy = Z T i *i;|
i=1

Rx Rx A 2 Rx A 2

GWHAZT = 2 1 +Z>\i ZTH’LZ'ZZ‘TAZT = 2 1 _; )\Z ZTHZiZiT’Li’LiTZT = 2 1 +Z )\Z ’ZTHZZ"
aw ™ Aa :REX( As VXiirTigi T T :REX( As )2 |ir ;)
w w e 1_1_)\1 0T il Uity T v 1+)\1 i |[UT

We will put everything into our expression:

Rx A2 A \2 A2 o2 Y Rx A\ 2 A\ 2
_ . 7 _ (2 . - — . 1 N\ 1 X (2
M) =i AZT+Z ((1+>\) +>\Z(1+>\¢) 21+A¢>’ZT W AZT+Z-; <(1+Ai) =2 HZ)<1“Z'> >|

>\.2 2 Bx )\'2 2
= i Nip +Z (1 nyy 1+Z>\.)|iTHii| — i Nig — Z (175)\>‘ZTH“‘

i=1

finally let’s simplify the expression:

air=3 (5 Yl = Soais a3 (25 i = 35 (= 25 lr il = 35 bl
J(hw):iT AiT— ( : )iT ii A T | — ( )ZT 1| = ()\z_ ! )iT ii = (2 N 7
i=1 L+ As i=1 i=1 1+ A ¢=11+)‘

|

6.22

Show that the class of filters ag compromises in between large values of the output SINR and small values of the MSE, i.e.,
(a)iSNR < 0oISNR(agr,) <oISNR(ap,—1) <--- <0oISNR(a1) =\
(0)J(ary) < J(ary—1) <--- < J(a1)

Solution:
first of all we will use the following property:
Let A1 > X o>+ 2 Ay >0

M— 2
z a2 z jaif2A; > JaiA

— <=L <<= <\
2 2 2
Z |ai Z |ai 2 ladl
i=1 i=1 i=1
now we can define a class of filters that have the following form:
>
a_ ; ; T—1;
ag = 19l T 44
= 1+ A

where 1 < Q < Rx we can easly see:

hi = hmsiNg,2
hry = hw

from the property we shown earlier it is easy to see that:



iSNR < 0SNR(agy) <0SNR(ary-1) <+ <0SNR(a;) =\

]
now it is easy to compute the MSE:
Q 22 ) Q )2 ) Rx )
J(aq) = iTHAiT - Z 1 Jrq/\q ’iTHiq| = Z 1:/\(1 |iTHiq‘ + 4 Z )\i|iTHiq‘
q=1 q=1 i=Q+1

so finally we can deduce that:



